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ABSTRACT 

The Tabu Search algorithm, while effective for optimization problems, faces 

challenges with getting stuck in suboptimal solutions, slow processing for large-scale 

issues, and inconsistent performance across different problem sizes. The TS algorithm 

specifically struggles in three critical areas: it often gets trapped in suboptimal solutions 

and cannot find the best possible solution, it suffers from high computational complexity 

leading to excessive runtime, and it encounters scalability issues that produce unexpected 

results when applied to problems of varying sizes. To address these limitations, 

researchers established three primary objectives: to enhance the balance of exploration 

and exploitation by incorporating a modified perturbation technique to diversify the 

search space, to optimize the high-complexity operations by swapping selected Points of 

Interest (POIs) to speed up the generation of neighborhood solutions, and to improve 

scalability by utilizing a modified dynamic tabu tenure mechanism that adjusts 

parameters based on problem size. The methodology implemented three innovative 

approaches: first, a wave-resonance based perturbation technique which mimics wave 

interference patterns observed in transmission frequency analysis to better explore the 

solution space; second, a focal point sampling method for neighborhood generation that 

strategically examines only the most promising route segments rather than exhaustively 

checking every possibility; and third, a Wave-Inspired Dynamic Tenure mechanism 

(WIDT) that dynamically adjusts memory length using principles derived from wave 

properties. Testing demonstrated significant improvements over previous approaches: 

solution diversity increased substantially (scoring 0.21 versus 0.03), processing time for 

160-location problems became eight times faster (3.33 seconds versus 28.88 seconds), 

and performance remained consistent across all tested scenarios regardless of size. 
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Chapter One 

INTRODUCTION 

1.1 Background of the Study 

Tabu Search is a meta-heuristic that directs a heuristic search procedure to explore 

solutions beyond local optimality making it a widely favored method, for various issues 

The key idea, behind Tabu search is the importance of including adaptive memory and 

responsive exploration in any intelligent search approach Adaptive memory facilitates 

efficient and effective exploration of solution space enhancing the overall search 

effectiveness Tabu search methods are characterized by their use of memory based tactics 

that aim to blend memory forms with strategies, for optimization—an endeavor rooted in 

the idea of integrating various principles effectively (Andhale, 2024). By incorporating a 

memory feature into tabu search (TS) it becomes possible to employ techniques that can 

navigate the solution space with both efficiency and economy. Unlike memoryless 

approaches that depend largely upon random processes involving sampling methods, for 

decision making purposes request choices made in TS are influenced by information 

gleaned throughout the search process (GeeksforGeeks, 2024). Tabu search uses local or 

neighborhood iterative procedures to move from solution x to a solution x' (in the vicinity 

of x) until the stopping conditions are met  

Tabu Search is one of the widely used metaheuristics to solve complex 

optimization problems. However, it faces several issues that limit its effectiveness. First 

and foremost, it is often trapped by local optima due to insufficient exploration and hence 

generates suboptimal solutions. Also, in many iterations, it does nothing but waste the 

computational resources and become inefficient. Further, the static nature of the tabu 

tenure creates scalability problems; therefore, the algorithm is less favorable for larger 

and dynamic problem sets (Wang et al., 2016). Such problems demand improvement in 

the algorithm for performance and adaptability. 
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         To overcome such challenges, this research aims to improve the Tabu Search 

algorithm. The objectives are as follows: improvement of the exploration ability to avoid 

stagnation in local optima, adaptive mechanism to reduce unnecessary iterations, and a 

dynamic tabu tenure to ensure scalability. By achieving these improvements, the study 

intends to develop an efficient and reliable optimization tool for real-world applications, 

especially in critical scenarios, such as rescue routing operations. 

This paper attempts to improve the Tabu Search algorithm in terms of optimizing 

rescue routing operations in the Baseco Compound, Manila, Philippines. Rescue 

efficiency can be improved through developing a routing solution that will favor only 

those houses not evacuated. The importance of rescue operations means that optimal 

route planning should always ensure that response times and resource distribution are 

appropriate. Although this study has an operational scenario limited to a single study case 

and does not provide vehicle resources usage in rescue operations  
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1.2 Statement of the Problem 

 The Tabu Search (TS) algorithm has been widely applied to solve complex 

optimization problems, but it suffers from critical limitations that hinder its effectiveness, 

particularly in large-scale and dynamic scenarios. 

Input: solninit 

Output: solnbest 

1: tabulist ← empty list   
2: solncurr ← solninit   
3: solnbest ← solninit   
4: For all iterctr ← 1 to itermax do 
5:  nbhd ← empty list   
6:  For all p1 in solncurr do 

➤ SOP 2 
7:   For all p2 in solncurr do 
8:    solnmod ← solncurr      
9:    solnmod ← solncurr[p1 ↔ p2] ➤ SOP 1 

10:    nbhd ← nbhd ∪ solnmod    
11:   End for    
12:  End for    
13:  nbhrbest ← BestAdmissibleSoln(nbhd) 
14:  If Val(nbhrbest) < Val(solnbest) then 
15:   solnbest ← nbhrbest 

16:  End if 
17:  tabulist ← tabulist ∪ nbhr 
18:  If |tabulist| > tabutenure then ➤ SOP 3 
19:   RemoveFirst(tabulist) 
20:  End if    

Figure 1.1 Algorithm of Current Tabu Search 

As outlined in Algorithm 1, the TS algorithm’s core operations involve generating 

a neighborhood of solutions, selecting the best admissible solution, and updating the tabu 

list. However, this approach often leads to: 
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1. The TS algorithm often gets stuck in suboptimal solutions, unable to find the 

best possible solution. 

This is largely due to its imbalance between exploration and exploitation, 

as highlighted in study by Zhao et al. (2023). The TS algorithm tends to prioritize 

exploitation, leading to premature convergence. 

Table 1.1. Diversity Score of 3 TS algorithms (40 POI) 

Variant Diversity Score (CV) 
Zhao et al. (2023) 0.02 - 0.03 
Wang et al. (2016) 0.07 
Khalid et al. (2024) 0.03 - 0.06 

Note: Variant: Variant of TS algorithm: Diversity Score - Uses Coefficient Variation  

The data presented in Table 1.1 shows that the Zhao et al. (2023) Tabu 

Search algorithm variant has a low diversity (0.02 - 0.03), indicating it doesn't 

effectively explore different possible solutions. This limitation is specifically 

acknowledged in their own study, confirming the algorithm's restricted ability to 

find diverse options (Zhao et al., 2023). 

The findings in Table 1.1 further demonstrate that Zhao et al. (2023) 

probabilistic approach produces results similar to other TS variants, which 

indicates a similar problem. This lack of consistent improvement over existing 

methods makes their approach unsuitable for real-world applications where 

finding high-quality, reliable solutions is essential. 
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2. The TS algorithm have high-complexity leading to high runtime 

The TS algorithm is widely recognized for its high computational expense, 

as highlighted in study by Wang et al. (2016). The TS algorithm tends to have 

significant computational challenges, particularly as problem size increases. 

Table 1.2. Wang et al. (2016) Variant Simulation Result 

POI Size Runtime 
40 0.41s - 0.53s 
80 3.41s - 3.51s 
160 27.73s - 28.88s 

Note: Runtime - Average duration of each run in seconds 

The simulation conducted by the researchers at Table 1.2 clearly shows 

how the variant of the TS algorithm conducted by Wang et al (2016) takes 

significantly longer to run. For POI: 160, it needs about 27.73s-28.88s seconds 

indicating a high complexity time for larger POI.  

More recent studies by Khalid et al. (2024) and Zhao et al. (2023) did 

manage to make things run faster, but at a cost - their solutions weren't as good. 

Naraharisetti and Raghuveer specifically pointed out that their variant of TS 

algorithm needs smarter ways to find good solutions quickly. This shows a 

common challenge in these algorithms: you can make them fast or you can make 

them accurate, but doing both at once remains difficult. 
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3. The TS algorithm has a scalability issue that leads to unexpected results. 

This scalability issue is evident in numerous studies, as highlighted in 

study by Khalid et al. (2024). The TS algorithm has identified static parameter 

settings as a primary contributor to this problem. 

Table 1.3. Khalid et al. (2024) Variant Simulation 

POI Size Avg Solution Diversity Score (CV) 
40 1716.49 - 1774.13 0.03 - 0.06 
80 4061.92 - 4124.72 0.04 - 0.05 
160 8143.39 - 8162.37 0.02 

Note: Avg. Solution - Solutions in each iteration: Diversity Score - Uses Coefficient Variation 

The data in Table 1.3 reveals that Khalid et al.'s (2024) version of the TS 

algorithm shows a low diversity score as POI increases. This suggests that there is 

a substantial decline in diversification, indicating serious problems with handling 

larger datasets.  

This scaling weakness is also evident in the work of Wang et al. (2018) 

and Zhao et al. (2023). The consistently poor quality of solutions from these 

approaches makes them unsuitable for real-world use, particularly when dealing 

with larger, more complex problems. 
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1.3 Objective of the Study 

To address the identified limitations of the TS algorithm, this study aims to 

develop innovative strategies to improve its performance. By enhancing the algorithm's 

exploration capabilities, reducing computational cost, and improving scalability, the 

researchers seek to make the TS algorithm a more effective tool for solving complex 

optimization problems.  

1.3.1 General Objective 

The primary goal of this study is to improve the performance of the Tabu Search 

algorithm, especially for large and complex problems. 

1.3.2 Specific Objectives 

Specifically, the study aims to perform the following: 

1. To enhance the balance of exploration and exploitation by incorporating 

modified perturbation technique to diversify the search space. 

2. To optimize the high-complexity by swapping selected POIs to speed up 

the generation of neighborhood. 

3. To improve scalability by utilizing modified dynamic tabu tenure 

mechanism to adjust the parameter based on problem size 
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1.4 Significance of the Study 

This section discusses the importance of this research. It highlights the potential 

benefits and implications of the study's findings. 

Emergency Response Teams: They can benefit from the system by improving 

response times, allocating resources efficiently, and coordinating efforts effectively. 

Affected Communities: They can directly benefit from faster relief efforts and 

minimized suffering due to optimized rescue operations. 

Industry Practitioners: Professionals in industries requiring optimization 

solutions, such as logistics, supply chain management, and rescue operations, can utilize 

the enhanced Tabu Search algorithm for practical applications. 

Academic Institution: The institution can benefit from this study as it can be 

used as a learning material. The study will serve as valuable learning material for 

students and educators interested in algorithm design, optimization techniques, and their 

real-world applications. 

Future Researchers: This study will benefit future researchers who gained 

interest to use the enhancement of tabu search algorithm as part of their study. This study 

will also benefit future researchers as reference for their research.  

1.5 Scope and Limitations 

 This section explains the scope and limitations of the study. It identifies the 

specific focus areas and acknowledges the factors that may restrict the study. 

The study will focus on enhancing the TS algorithm by addressing issues 

identified in recent studies. In particular, the research aims to provide information about 

rescue route operation within Baseco Compound, Manila, Philippines. The primary data 

source is the data set provided by the Manila Geographic Information, and any locations 
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not included in the dataset may be manually added using coordinates. Furthermore, the 

study is limited to a single operation. 

Certain limitations are unavoidable in the study such as the rescuer's resources 

like maximum capacity and technical issues like the absence of Wi-Fi connectivity will 

not be considered. The system in this study utilizes Google's Distance Matrix API and 

Directions API with a free account, which imposes limitations such as maximum number 

of entries (e.g., 25 locations in a 12 by 12 format). Additionally, the number of data 

points provided by the Manila Geographic Information is determined by them. 

1.6 Definition of Terms 

The following terms are defined to provide clarity and establish a common 

understanding of the concepts used throughout this study. Familiarity with these terms 

will facilitate a better understanding of the methodology, implementation, and results 

discussed in subsequent sections. 

Adaptive Mechanism: A system that automatically adjusts settings (like memory 

length) to improve efficiency as the problem evolves. 

Adaptive Memory: The ability of Tabu Search to remember past decisions and 

their outcomes, helping it choose better future steps. 

Adaptive Stopping Conditions: Rules that tell Tabu Search when to stop 

running, based on real-time progress or changes. 

Algorithm: Step-by-step instructions to solve a problem or complete a task, often 

used in computer programs. 

Combinatorial Issues: Problems where you must find the best combination or 

arrangement among many possibilities. 
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Dynamic Environment: A situation that changes over time, requiring strategies 

to adapt as new challenges arise. 

Exploitation: Improving existing solutions by focusing on and refining their 

strongest parts. 

Exploration: Searching for new solutions in different areas to avoid getting stuck 

in familiar patterns. 

Focal Point Sampling: Observing a single animal for a set time and noting all its 

actions with timestamps (used in behavioral studies). 

Local Optima: A solution that works best in a small area of possibilities but 

might not be the best overall. 

Oscillate: To swing or move back and forth repeatedly at a steady pace. 

Perturbation: Introducing small, deliberate changes to a solution to test new 

ideas or avoid repetition. 

Points of Interest (POI): Important spots in a problem’s solution space that could 

lead to better answers. 

Quantum: The smallest possible unit of a physical property, like energy or 

charge. 

Quantum Entanglement: A connection between particles where their states are 

linked, even if they’re far apart. 

Resonance: A strong vibration in an object when it matches the rhythm of an 

external force (e.g., a guitar string vibrating at a specific pitch). 
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Routing: Planning the most efficient path to deliver resources (e.g., emergency 

teams) to where they’re needed. 

Solution: The answer or result produced by solving a problem with an algorithm. 

Tabu Search: A problem-solving method that uses memory to avoid repeating 

past mistakes and explore new options. 

Wave: A pattern of movement that travels from one place to another in an 

organized way 

 

 

11 



 

Pamantasan ng Lungsod ng Maynila 

Chapter Two 

REVIEW OF RELATED LITERATURE 

This chapter delves into Related Literature of the study by reviewing relevant 

recent studies and literatures. Gaining understanding of problems that are relevant to and 

solutions used made easier by the information in this chapter. 

2.1 Related Literature 

This section outlines the methodology of the study by reviewing relevant 

literature. It explores key concepts, theories, and principles that underpin the research 

problem. 

Tabu Search | Artificial intelligence 

The article by Andhale (2024) discusses the application of Tabu Search, a 

metaheuristic algorithm, in solving optimization problems, particularly emphasizing its 

memory mechanism. The key contribution of Tabu Search is its ability to avoid revisiting 

poor solutions through the use of a "tabu list," which records recent moves. Despite its 

strengths, the study acknowledges a significant limitation in the practical implementation 

of Tabu Search. Tuning multiple algorithm parameters, such as tabu tenure and the length 

of the tabu list, remains a challenge. As Andhale (2024) states, "It is challenging to tune 

the multiple parameters that make up an algorithm." This issue impacts the algorithm’s 

efficiency and performance across diverse problem instances, and the study does not offer 

a definitive solution to this limitation. Further research is needed to establish systematic 

methods for parameter tuning to enhance the algorithm's applicability and reliability in 

varying contexts. 
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Tabu Search Implementation on Traveling Salesman Problem and Its Variations: A 

Literature Survey 

The study by Basu (2012) investigates the application of Tabu Search (TS) for 

solving the Traveling Salesman Problem (TSP) and its variations, such as the Vehicle 

Routing Problem (VRP). A critical issue identified in the study is the challenge of 

applying Tabu Search effectively to large problem sizes, particularly asymmetric 

instances of the TSP. Basu (2012) states, "The issue of deciding tabu tenures has not 

received adequate attention in the literature. In aggregate, more authors have preferred 

fixed tabu tenures over random tabu tenures. This preference seems to have increased in 

recent years. The problem comes while implementing tabu search on large problem sizes 

because commonly used fixed tenure values tend to fail since the neighborhood size is 

large" (p. 169). The study emphasizes that while Tabu Search demonstrates significant 

utility, the inability to tailor tabu tenures for varying problem sizes remains an unresolved 

challenge. Further research is necessary to explore functional dependencies beyond 

simple linear or logarithmic models. 

Trade-offs between Exploration and Exploitation in Local Search Algorithms 

In the context of optimization algorithms, the balance between exploration and 

exploitation is crucial for achieving optimal solutions. Local search algorithms, such as 

Simulated Annealing and Tabu Search, illustrate this trade-off, where exploration helps to 

avoid local optima by diversifying the search, while exploitation focuses on refining 

existing solutions. Effective balancing ensures that algorithms do not become trapped in 

suboptimal solutions or waste computational resources. Metaheuristic strategies, 

including genetic algorithms and particle swarm optimization, employ adaptive 

techniques to manage this balance dynamically based on search feedback. Furthermore, 

the CLEGE algorithm exemplifies a structured approach that integrates local exploitation 

with global exploration, enhancing search efficiency. However, achieving the right 

balance can be challenging due to factors such as problem complexity and 
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dimensionality, which necessitate an adaptable strategy tailored to specific optimization 

scenarios (GeeksforGeeks, 2024). 

Time-Windowed Vehicle Routing Problem: Tabu Search Algorithm Approach 

Demir et al. (2022) postulate that coupling TS with machine learning may provide 

better dynamic parameter adaptation and real-time decision-making. Second, more 

research into hybrid TS models, e.g., integrating with genetic algorithms or variable 

neighborhood search, is also needed to further enhance computational performance in 

large-scale routing problems. These developments are essential to fulfilling the growing 

requirement for adaptive and scalable logistics services. 

Tabu Search Algorithm: Optimizing the search runtime 

Khalid et al. (2024) proposed a new data structure, Drop-set, to enhance tabu list 

management, lowering the computational burden in Tabu Search (TS) considerably. In 

spite of enhanced computational performance, TS is still not scalable for huge rescue 

operations. Static tabu tenures induce unnecessary iterations and wastefulness, 

necessitating the need for real-time adaptability. Khalid et al. (2024) propose that 

reinforcement learning is to be blended with TS in order to provide improved 

decision-making during emergency interventions. Research is to be concentrated on 

hybrid systems combining TS and AI-based adaptive strategies for more effective 

real-time rescue routing. 

Large-scale timetabling problems with adaptive tabu search 

Tabu Search (TS) has been investigated as a strong optimization method for 

resource planning in dynamic environments, such as rescue missions. Awad et al. (2022) 

proved the effectiveness of TS in solving large-scale timetabling issues through cycle 

avoidance and enhanced local optimization. Though TS improves the quality of solutions 

during rescue scenarios, its efficiency for computation degrades with larger instance sizes 
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of problems. To manage exploration and exploitation, Awad et al. (2022) propose 

blending adaptive heuristics with dynamic tabu tenure mechanisms. Further research is to 

be oriented toward the integration of real-time environmental parameters like traffic and 

the magnitude of the disaster to facilitate enhanced applicability of TS for larger-scale 

real-time rescue routing tasks. Enhanced memory structures and scalability are important 

issues for effective application. 

Trade-offs between Exploration and Exploitation in Local Search Algorithms 

Contemporary research in routing optimization increasingly focuses on 

developing intelligent algorithms capable of balancing computational efficiency with 

solution quality (GeeksforGeeks, 2024). By integrating adaptive parameter tuning and 

memory-based search mechanisms, modern local search techniques aim to create more 

robust routing strategies that can quickly adapt to changing network conditions while 

consistently identifying near-optimal solution paths. 

Focal Animal Sampling 

Focal animal sampling is a well-established observational technique in behavioral 

research, wherein a single subject is intensively observed to document its behavior in 

detail over a specified period. The methodological principles of focal animal sampling 

also hold significant promise when applied to the field of optimization. By concentrating 

on the most critical and informative components—as illustrated in the study—this 

targeted approach could be adapted to prioritize key elements that substantially influence 

overall outcomes in optimization problems. Such a strategy suggests that focusing 

analytical efforts on these pivotal areas may lead to more efficient exploration of complex 

solution spaces and ultimately facilitate faster convergence and enhanced performance 

(Bosholn & Anciães, 2022). 
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Exploiting Learned Policies in Focal Search 

The article “Exploiting Learned Policies in Focal Search” describes the use of 

learned policies to improve the performance of Focal Search (FS), which is a heuristic 

search algorithm that chooses candidate solutions from a finite set of promising solutions. 

With the incorporation of policies learned by machine learning models, the algorithm 

directs the search dynamically in directions with greater potential for optimal solutions. 

The method efficiently minimizes computational complexity and enhances search 

effectiveness by concentrating on promising solution directions, which is highly 

beneficial for solving large-scale combinatorial optimization problems. Given that Focal 

Search is similar to Tabu Search in iterative improvement of solutions and exploration of 

solutions, this method can be employed to eliminate the high runtime and complexity 

problems of TS, particularly in routing problems (Araneda et al., 2021). 

Applying learned policies to Tabu Search can include adaptive decision-making 

that adjusts the exploration-exploitation balance dynamically based on real-time 

feedback. This adaptability can counteract local optima trapping and suboptimal search 

due to fixed tabu list configuration. By learning from previous iterations of search, the 

algorithm can identify patterns and concentrate on solution directions with higher 

potential, thereby maximizing computational efficiency and solution quality. This 

enhancement fits your objective of improving Tabu Search for routing problems by 

maximizing runtime and solution optimality, and the use of learned policies is therefore 

an interesting avenue for future research (Araneda et al., 2021). 

Accurate numerical analysis of resonances in random waveguides: Effects of the 

waveguide length 

The study (Katayama et al., 2024) presents a detailed numerical investigation of 

resonance phenomena in random waveguides. Drawing inspiration from the physical 

resonance mechanisms explored in the study, the idea of integrating wave-resonance 
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concepts into optimization algorithms holds significant potential. In optimization, 

particularly in metaheuristic methods like tabu search, introducing adaptive perturbations 

that mimic the periodic and localized nature of wave resonances can help maintain a 

balance between exploration and exploitation. This resonance-inspired approach could 

facilitate escaping local minima by dynamically adjusting perturbation intensities based 

on progress and stagnation metrics, mirroring how resonances persist regardless of 

system size. The study’s insights into robust, geometry-independent resonance behavior 

suggest promising avenues for developing more efficient and resilient optimization 

strategies. 

Quantum Mechanics 

Tabu Search is a method used to solve routing problems by avoiding repeated 

solutions through a fixed "forbidden period." However, this rigidity can limit its 

efficiency. Previous studies have explored adjusting this period manually, but these 

methods lack adaptability. To address this, the proposed thesis introduces a dynamic 

approach inspired by quantum mechanics, specifically quantum waves, which govern 

probabilistic changes in particle behavior (Ismael, 2025). By mimicking how quantum 

systems adapt based on probabilities, the new method adjusts the forbidden period in 

real-time. For example, during active exploration of new routes, the period shortens to 

encourage flexibility, while it lengthens to prevent repetition when the search stagnates. 

This innovation aims to balance exploration and exploitation more effectively 

than traditional methods. The quantum-inspired adjustment aligns with the natural 

adaptability seen in physical systems, offering a smarter way to optimize routing 

operations. By dynamically changing the forbidden period, the enhanced Tabu Search 

could improve route planning in logistics, leading to faster, cost-effective solutions. The 

study’s focus on simplicity and real-world application addresses a key gap in existing 

optimization techniques, providing a practical tool for complex routing challenges. 
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2.2 Related Studies 

This section outlines a comprehensive review of empirical studies that are directly 

related to the research topic. It examines previous research findings, methodologies, and 

conclusions to identify gaps in knowledge. 

Novel hybrid algorithm for Team Orienteering Problem with Time Windows for 

rescue applications 

The study by Saeedvand et al. (2020) effectively integrates Multi-Objective 

Evolutionary Algorithms (MOEAs) with Q-learning and artificial neural networks 

(ANNs) to address the Team Orienteering Problem with Time Windows in Rescue 

(TOPTWR). Notable limitation is the lack of real-time task prioritization for critical 

tasks. Although the study emphasizes the varying importance of tasks in a rescue 

environment, such as prioritizing saving lives over other objectives, the proposed method 

does not fully address real-time adaptability in these scenarios. The authors mention, “In 

a disaster rescue environment, different tasks may have different importance. For 

instance, saving two people in the same room is more important than saving a person in 

one room or cutting electricity can be more important than opening a window.” 

Furthermore, the algorithm’s reliance on computationally intensive processes, such as 

MOEAs, Q-learning, and ANNs, increases the resource demands for training and 

optimization. This issue limits its feasibility for real-time applications in 

resource-constrained environments. The authors highlight this challenge, stating that 

“using a neural network as a function approximation, suitable solutions can be achieved. 

… However, based on the nature of rescue applications, dynamicity in the environment is 

inevitable.” These unresolved issues suggest opportunities for further enhancements to 

improve the algorithm’s real-time applicability and scalability in dynamic and large-scale 

rescue operations. 
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ILSGVCP: An improved local search algorithm for generalized vertex cover 

problem 

The generalized vertex cover problem is an important and difficult extension of 

the minimum vertex cover problem, and was classified to be NP hard, meaning that it is 

very computationally intensive and it can't be solved efficiently in reasonable times when 

the size of the graph grows or the number of constraints increases. Unlike the minimum 

vertex cover that focuses on covering all the edges using the minimum number of 

vertices, the generalized application of this problem introduces other constraints, which 

widen its applicability but at the same time magnify its complexity. These create quite 

challenging problems for areas such as network design, resource allocation, 

bioinformatics, and data clustering because of the need for precise and efficient solutions 

in solving them (Tai et al., 2023). A notable challenge in the study is adjusting the 

perturbation mechanism’s strength to suit different problem sizes. As mentioned, "the 

size of perturbation strength will greatly influence perturbation effect. The perturbation 

strength is too large will cause the restart. The perturbation strength is too small will not 

be able to jump out of local optima, or it is easy to fall into cycling," indicating that 

improper tuning can hinder solution quality. This difficulty in optimizing the perturbation 

mechanism limits LSTP’s adaptability to various GVCP instances, pointing to a need for 

further refinement in parameter tuning for more consistent performance 

A Tabu Search algorithm for the Probabilistic Orienteering Problem 

The study by Chou et al. (2020) presents an enhanced Tabu Search (TS) 

algorithm, incorporating Monte Carlo sampling to tackle the Probabilistic Orienteering 

Problem (POP). While the enhanced algorithm demonstrates effective solution quality, 

the researchers encountered a key challenge: the complexity of the objective function 

increases with the number of required samples in Monte Carlo approximation, which, 

while improving solution accuracy, also demands more computational time. They note, 

"the approximation of the objective function value u(τ) is more accurate when more 
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scenarios are used, but this requires more computational time," highlighting a trade-off 

between accuracy and speed (Chou et al., 2020) 

Parallelization of dial-a-ride using tabu search 

The study’s findings emphasize the inherent trade-off in parallel Tabu Search 

between computational efficiency and solution quality (Zhao et al., 2023). While parallel 

processing aims to speed up the search, the scarcity of impactful moves limits its 

effectiveness. This aligns with broader challenges in optimization algorithms, where 

expanding the search space does not always translate to improved results. The authors’ 

work underscores the need for smarter strategies to identify high-quality moves 

efficiently, rather than relying solely on increased computational power. 

An Improved Tabu Search Algorithm for Solving Heterogeneous Fixed Fleet Open 

Vehicle Routing Problem with Time Windows 

Ahmed and Yousefikhoshbakht (2022) developed an enhanced Tabu Search 

algorithm that combines a mixed integer linear programming model with advanced local 

search techniques to address the heterogeneous fixed fleet open vehicle routing problem 

with time windows. While their approach outperforms traditional methods and exact 

algorithms in delivering high-quality near-optimal solutions, the study identifies a 

persistent challenge: certain complex problem instances still require excessively long 

computational times. This unresolved issue highlights the need for further optimization to 

balance solution accuracy with efficiency in highly constrained routing scenarios. 

Genetic tabu search for the fuzzy flexible job shop problem 

Palacios et al. (2014) introduced a novel approach for tackling scheduling 

challenges involving uncertain task durations and adaptable machinery by merging 

genetic algorithms with Tabu Search. While the algorithm achieved superior results on 

established test cases—even setting new performance benchmarks—it faces limitations 
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due to its resource-intensive search process. The complexity of evaluating numerous 

potential solutions hinders its application to larger or more intricate real-world scenarios, 

a critical issue the study leaves unaddressed. 

An Adaptive Tabu Search Algorithm for Solving the Two-Dimensional Loading 

Constrained Vehicle Routing Problem with Stochastic Customers 

Zhang et al. (2023) introduce an adaptive tabu search algorithm that integrates a 

multi-order bottom-fill-skyline packing heuristic with Monte Carlo simulation to tackle a 

two-dimensional loading-constrained vehicle routing problem under customer 

uncertainty, achieving competitive routing and packing performance across various 

loading configurations. However, the study leaves unresolved challenges regarding 

computational efficiency and scalability, as the complexity induced by integrating 

stochastic customer presence with detailed two-dimensional loading constraints remains a 

critical issue that the proposed method does not fully overcome. 

Exponential extrapolation memory for tabu search 

Bentsen et al. (2022) propose a novel adaptive memory mechanism for tabu 

search, termed exponential extrapolation memory, which tracks the frequency and 

recency of variable assignments in recent local optima to guide move selection and 

diversify the search process. However, while their computational study demonstrates 

performance improvements—particularly for static move evaluations—the impact of this 

memory mechanism on dynamic move evaluation and its overall influence on search 

behavior across diverse problem structures remains unresolved, indicating that further 

investigation is needed to fully understand and optimize its scalability and efficacy 
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MTS-PRO2SAT: Hybrid Mutation Tabu Search Algorithm in Optimizing 

Probabilistic 2 Satisfiability in Discrete Hopfield Neural Network 

Chen et al. (2024) developed MTS-PRO2SAT, a combined mutation and Tabu 

Search method, to enhance probabilistic 2-satisfiability optimization in discrete Hopfield 

neural networks. By merging mutation-driven exploration with Tabu Search’s avoidance 

of repetitive solutions, the algorithm improves global convergence and diversifies 

outcomes during training. While it outperforms existing metaheuristic methods in 

efficiency and solution accuracy, the study identifies unresolved limitations: sensitivity to 

parameter settings and struggles with scalability as network dimensions expand. These 

issues highlight the need for additional refinements to mitigate local solution traps and 

ensure reliability in real-world, large-scale implementations. 

A Neighborhood Expansion Tabu Search Algorithm Based On Genetic Factors 

Wang et al. (2016) developed the "Neighborhood Expansion Tabu Search 

Algorithm Based on Genetic Factors" (NETS) to address the Traveling Salesman 

Problem (TSP). This hybrid approach merges Tabu Search’s local optimization efficiency 

with Genetic Algorithm techniques, such as crossover and mutation, to broaden solution 

exploration. While NETS demonstrated improved search capabilities, the study 

highlighted a critical unresolved issue: the algorithm’s computational overhead increased 

by over 20% compared to traditional Tabu Search as node counts grew. The authors 

explicitly noted this scalability challenge, emphasizing the need for future optimizations 

to reduce time complexity and enhance practicality for large-scale, time-sensitive 

applications. 
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2.3 Synthesis 

Recent research has explored many improvements to the Tabu Search (TS) 

algorithm to address a variety of optimization problems. The study Parallelization of 

Dial-a-Ride Using Tabu Search by Zhao et al. (2023) sought to optimize the Dial-a-Ride 

Problem (DARP) by applying parallel computing to the TS algorithm, thus reducing 

computational time and solution efficiency. Similarly, A Neighborhood Expansion Tabu 

Search Algorithm Based on Genetic Factors by Wang et al. (2016) introduced a hybrid 

approach that uses GA concepts, allowing for better exploration and quicker convergence 

for large data sets. Additionally, Tabu Search Algorithm: Optimizing the Search Runtime 

by Khalid et al. (2024) proposed the Drop-set data structure to optimize tabu list 

maintenance, resulting in drastic reduction of computational overhead and improvement 

in search efficiency. These studies indicate a preoccupation with enhancing TS using 

computational optimization, hybridization with other metaheuristics, and 

memory-efficient data structures. 

Despite these advancements, there are still many challenges. The parallelization 

approach in Parallelization of Dial-a-Ride Using Tabu Search had an issue with move 

generation balance, where more parallel operations did not necessarily translate to 

improved runtime efficiency (Zhao et al., 2023). The Neighborhood Expansion Tabu 

Search Algorithm Based on Genetic Factors had high computational effort with the 

additional genetic operations, and it was less effective for large-scale problems (Wang et 

al., 2016). Likewise, although the Drop-set structure in Tabu Search Algorithm: 

Optimizing the Search Runtime highly optimized computational effort, the algorithm was 

still plagued with an issue of finding an actual global optimum with increasing problem 

sizes (Khalid et al., 2024). 
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2.4 Comparative Analysis 

This section provides a comparative analysis of various algorithms. By examining 

the performance metrics of these algorithms, this section aims to identify the most 

suitable approach for the current research problem. 

Table 2.1 Comparative Analysis of Various Algorithm 

Meta-Heuristic Classification Exploration vs. 
Exploitation 

Memory Usage Applicability 

 Tabu Search (TS) Memory-Based / 
Local Search 

Strong in 
exploitation but 
weak in 
exploration, 
requiring 
diversification 
techniques. 

Uses a tabu list to 
prevent revisiting 
previous 
solutions. 

Best for 
scheduling, 
routing, and 
resource 
allocation. 

Simulated 
Annealing (SA) 

Probability-Based 
/ Single-Solution 

Good at 
exploration but 
slow convergence. 

Memoryless. Used in 
scheduling and 
optimization. 

Genetic 
Algorithm (GA) 

Population-Based / 
Evolutionary 

Good exploration 
but can 
prematurely 
converge. 

Memoryless. Applied in 
machine learning 
and engineering. 

Ant Colony 
Optimization 
(ACO) 

Population-Based / 
Swarm 
Intelligence 

Strong 
exploration but 
stagnates in 
large-scale 
problems. 

Memory-based 
(pheromone 
trails). 

Best for logistics 
and traffic 
routing. 

Greedy 
Randomized 
Adaptive Search 
(GRASP) 

Constructive / 
Iterative Local 
Search 

Balances 
exploration and 
exploitation. 

Memoryless. Used in 
combinatorial 
optimization. 

Particle Swarm 
Optimization 
(PSO) 

Population-Based / 
Swarm 
Intelligence 

Good exploration 
but prone to early 
stagnation. 

Memoryless. Used in function 
and power grid 
optimization. 
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Tabu Search (TS) is a powerful meta-heuristic optimization technique that is good 

at exploitation by searching the solution space in a systematic and non-repetitive fashion. 

It uses a memory structure known as a "tabu list" to prevent backtracking to already 

visited solutions and hence to deliver a more focused search that escapes local optima. It 

is highly effective in solving difficult problems like scheduling, routing, and resource 

allocation, where solution refinement is critical for optimal performance. 

TS is unique among other meta-heuristics in that it is structured in the utilization 

of its memory, unlike SA or GA, which are memoryless. While SA is biased towards 

exploration and GA provides multiple solutions through evolution, both are prone to 

getting stuck in slow convergence or premature stagnation. ACO and PSO exploit swarm 

intelligence but may be tested in dealing with large problems. TS is unique in balancing 

exploitation and intelligent diversification and hence is very effective in dealing with 

combinatorial optimization problems requiring exact, high-quality solutions. 
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Chapter Three 

METHODOLOGY 

This chapter explains the plan used to meet the study’s goals. It describes the 

step-by-step method created for the research, the system setup, and how simulations were 

used to test the ideas. 

3.1    Research Design 

This research adopts an experimental design approach to systematically evaluate 

the enhanced Tabu Search (TS) algorithm under controlled conditions. The methodology 

implements a factorial experimental design, manipulating variables such as dataset size 

(40, 80, and 160 points of interest) and algorithm variants to measure specific dependent 

variables including solution quality, processing time, and scalability. These controlled 

experiments were designed based on actual rescue operation requirements from the 

Baseco Compound incident involving approximately 40 individuals (AFPAO, 2024), 

allowing for realistic parameter settings while maintaining experimental rigor. To 

enhance external validity, the experiments incorporate real-world geographic data from 

the Manila Geographic Information System & Data Hub (Asakura et al., 2020), bridging 

the gap between laboratory testing and practical application while ensuring the statistical 

significance of performance improvements can be validated across multiple trials. 

Figure 3.1 Research Design Steps 
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 The research design employs a structured four-phase methodology to 

systematically enhance the Tabu Search (TS) algorithm for rescue routing optimization, 

as illustrated in Figure 3.1. This framework addresses three critical limitations of 

conventional TS implementations - premature convergence, computational inefficiency, 

and static parameterization - through an integrated approach combining algorithmic 

innovation, rigorous testing protocols, and real-world validation. 

First, algorithm implementation involves creating three recent established variants 

of the TS algorithm and developing an enhanced version that integrates three new unique 

solutions. This aligns with simulation-based studies that emphasizes iterative refinement 

of methods to address real-word challenges (THIS institute - The Healthcare 

Improvement Studies Institute, 2023).  

Second, simulation experiments are designed to test all algorithms under multiple 

runs and parameter configurations. Performance metrics–Including average solution 

quality, runtime, and Coefficient of Variation (Peterka, 2024)–are recorded to ensure 

robust comparison (Farsani, 2024).  

Third, data collection captures outputs from both simulated and real-world 

datasets, while analysis focuses on statistical comparisons to identify strengths and 

limitations of the enhanced TS algorithm relative to existing variants. This approach 

reflects the emphasis on reproducibility and transparency in simulation research (Elendu 

et al., 2024). 
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3.2    Proposed Algorithm and System Architecture 

3.2.1 Proposed Algorithm 

Input: solninit 

Output: solnbest 
 1 : tabulist ← empty list     
 2 : solncurr ← solninit             
 3 : solnbest ← solninit             
 4 : stagnantctr, improvectr ← 0             
 5 : tabutenure ← |solninit| ✕ 0.1             
 6 : For all i ← to itermax do         
 7 :  If stagnantctr or improvectr > 10 then  
 8 :   tabutenure ← WIDT(...) ➤ OBJ 3 
 9 :  End if  
 10 :  If stagnantctr > 0 then         
 11 :   solncurr, stagnantctr ← WRP(...) ➤ OBJ 1 

 12 :  End if           
 13 :  nbhd ← FPSN(solncurr, tabulist, stagnantctr) ➤ OBJ 2 
 14 :  nbhrbest ← BestAdmissibleSoln(nbhd)  
 15 :  If Val(nbhrbest) < Val(solnbest) then        
 16 :   solnbest ← nbhrbest         
 17 :   stagnantctr ← 0         
 18 :  Else             
 19 :   stagnantctr++             
 20 :  End if             
 21 :  solncurr ← nbhrbest             
 22 :  tabulist ← tabulist ∪ nbhrbest      
 23 :  If |tabulist| > tabutenure then      
 24 :   RemoveFirst(tabulist)              
 25 :  End If                
 26 : End For                 

Figure 3.2: Algorithm of Enhanced Tabu Search 
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Figure 3.2 presents the researchers’ enhanced algorithm to solve the said 

problems, which integrates three distinct algorithms to address the problem at hand. This 

hybrid method employs wave-resonance perturbation to boost exploration, focal point 

sampling to accelerate neighborhood generation, and a wave-inspired dynamic tenure 

mechanism to ensure scalability. It is also shown in Figure 3.2 the solution's affected area 

on the left side of the schema. 

3.2.2 System Architecture 

 
Figure 3.3 System Architecture 

The system initiates with geospatial data ingestion from the Manila Geographic 

Information System (GIS), which provides coordinates of critical locations in Baseco 

Compound, Manila. Users interact with a web interface to select Points of Interest (POIs) 

that are present in the datasets given. This phase establishes the foundation for 

subsequent computational processes by converting raw geospatial data into structured 

inputs compatible with optimization algorithms. 

The process integrates two stages: distance matrix generation and enhanced Tabu 

Search optimization. First, Google’s Distance Matrix API calculates real-world travel 
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times and distances between selected POIs. This matrix feeds into the enhanced Tabu 

Search algorithm, which incorporates three novel mechanisms: (1) Wave-resonance 

perturbation, (2) Focal point sampling neighborhood generation, and (3) Wave-Inspired 

Dynamic Tenure (WIDT). 

The optimized rescue route is visualized through Google Maps’ Directions API, 

generating an interactive map with numbered markers indicating POI visitation 

sequences. The interface displays both graphical and textual outputs, including total route 

distance, estimated travel time, and an ordered POI list with ObjectIDs and coordinates. 

Users can dynamically reset or modify selections, enabling rapid scenario testing for 

evolving emergencies. 

3.3    System Requirements 

         To support the development and testing of the enhanced Tabu Search optimization 

in rescue routing operations, the researchers have established some system requirements 

in both software and hardware. Development done on Fedora Linux 41 because of its 

superior performance and efficiency (AJ Software Engineering, 2024) with support for 

Windows 11 compatibility consist of an AMD Ryzen 5 7520U processor (8 threads) and 

8GB DDR4 RAM, making it stable during development.  

The software requirements comprise Python libraries: Flask 3.1.0 for web 

framework capabilities, Pandas 2.2.3 for handling data, Flask-WTF 1.2.2 and WTForms 

1.0 for secure form validation, google maps 4.10.0 for integrating Google Maps, and 

Bootstrap 5.3.3 for responsive interface creation. The system also employs the Google 

API, with an active internet connection being needed for map and location features. 

Development has been done with a configured version of Neovim to facilitate flexibility 

according to developer preference. Although not among the base requirements, other 

tools like Git for version control and Figma were used by the researchers to design the 

user interface.  
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3.4 Methods & Tools 

 This section outlines the techniques and resources used to enhance the TS 

algorithm. It details the study’s implementation and the methodologies applied. This 

section also describes the simulation environment and evaluation metrics used to assess 

the algorithm’s performance. 

3.4.1 Methods 

This section outlines the solutions used in the enhanced TS algorithm. It details 

the solution’s implementation and shows how it can help solve the identified problem. 

Modified Perturbation 

To solve the algorithm getting stuck in local optima due to lack of exploration, the 

researchers proposed wave-resonance based perturbation. This method is inspired by 

electromagnetic wave behavior in random wave guides (Bentsen et al., 2022).  This 

technique mimics wave interference patterns observed in transmission frequency analysis 

(Bentsen et al., 2022) to explore the solution space. 

Input: solncurr, iterctr, itermax, solnbest, stagnantctr   

Output: solnmod 

1: wave_centers ← select_wave_centers() 

3: for each wave_center in wave_centers do  
4:  wave_radius ← calculate the radius 
5:  swap_candidates ← generate positions within wave_radius of center  
6:  solnmod ← perform swaps within the solution 
7: End for 

Figure 3.4: Algorithm of Wave-Resonance Perturbation 

The method begins by selecting wave centers, which are positions in the current 

solution where perturbation will originate (Figure 3.4). These centers are determine using 

wave function: 
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Input: n, resonance_factor, iterctr, itermax, stagnantctr, wave_amplitude 

Output: wave_center 

1: wave_centers ← empty list  
3: for i ← 0 to wave_amplitude - 1 do  
4:  resonancemod ← resonance_factor × (1 + (stagnantctr / itermax)) 
5:  sine_value ← sin(i × resonancemod)  
6:  absolute_value ← abs(sine_value) 
7:  center ← int(absolute_value) 
8:  wave_centers ← wave_centers ∪ center 
9: End for 

Figure 3.5: Algorithm of select_wave_centers 

The resonance_factor is calculated as:   

 

This introduces oscillatory behaviour, mimicking wave interference. The 

perturbation_intensity combines iteration progress and stagnation to scale exploration 

aggressiveness. The wave_amplitude defines the number of centers. This is calculated as:   

 

For each center, a wave_radius is computed, this defines the neighborhood for 

swaps. This is calculated as: 

 

This wave_radius shrinks as the resonance_factor increases to focus search 

locally. Swaps are performed within this radius, prioritizing regions where the solution 

quality is poor relative to the best-known solution (solnbest).  
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This approach prevented the search from being trapped in limited areas. The 

wave-like modification pattern automatically balanced local refinements (small waves 

during progress) with major overhauls (large waves during stagnation). 

Modified Neighborhood 

To solve the problem of TS having high computational complexity due to the 

neighborhood function. The researchers proposed a focal point sampling of the 

neighborhood.  

Input: soln, solnlen, tabulist 

Output: nbhd 
1: focal_point ← SelectTOPKSegments(segment_cost, k)       
2: For each focal_point in focal_points do       
3:  For offset in range(1, radius + 1) do       
4:   candidate_positions ← generates positions for swaps 
5:   For candidate in candidate_positions do 
6:    solnmod ← performSwap() 
7:    nbhd ← nbhd ∪ solnmod 

8:   End for              
9:  End for            

10: End for              
Figure 3.6: Algorithm of Focal Point Sampling Neighborhood 

Figure 3.6 demonstrated a computational complexity of O(n²). It first identified 

critical positions in the solution (n0.3) by calculating and sorting segment costs, then for 

each critical position, the algorithm considered approximately n0.7 possible swaps within 

a radius of 2 × n0.7, with each swap requiring n operations to create a new solution. This 

three-tiered process (n0.3 positions × n0.7 swaps × n operations) resulted in the final O(n²) 

time complexity. 
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With this approach it concentrated on promising areas of the solution space rather 

than examining all possible swaps (Bosholn & Anciães, 2022). This allowed the 

algorithm to achieve better computational performance while maintaining solution 

quality, making it particularly valuable for large-scale optimization problems. 

Modified tabu tenure 

To address the scalability issue for having the static tabu tenure. The researchers 

proposed Wave-Inspired Dynamic Tenure mechanism (WIDT) represents a novel 

approach to adaptive memory management in combinatorial optimization, specifically 

addressing the limitation of static tabu tenure configuration in tabu search algorithms. 

The method is inspired from waves (Ismael, 2025; Bentsen et al., 2022) where it uses 

wave properties to dynamically adjust memory length. 

Input: solninitial, tabutenure, iterctr, solndiversity, adjustment_rate 

Output: tenuremod 

1: wave ← sin(2π × iterctr / |n|) 
2: stagnation_penalty ← 1 / (n + adjustment_rate) 

3: tenurescale ← (1 - stagnation_penalty × abs(wave)) × solndiversity 
4: tenuremod ← tabutenure × tenurescale 

Figure 3.7: Algorithm of  WIDT 

In Figure 3.7 it shows that the tenure adjustment used a wave pattern that repeated 

based on problem size - larger problems had slower wave cycles. Stagnation periods 

triggered tenure reduction through the penalty term, while solution diversity (percentage 

of unique solutions) moderated these changes. The sine wave created a natural rhythm for 

tenure changes without manual tuning. 

This automatic adjustment solved the static tenure in tabu search. It kept longer 

memory during diverse exploration (preserving good candidates) but shortened memory 
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during stagnation (forcing new exploration). The problem-size scaling ensured consistent 

behavior across different input sizes. 

3.4.2 Tools 

The development of the system integrates a suite of libraries and frameworks to 

address computational efficiency, data management, and user interface functionality. 

These tools collectively ensure seamless interaction between algorithmic optimization, 

real-world geospatial data processing, and dynamic route visualization. Their combined 

use enables robust performance in both simulation and practical rescue scenarios. 

Flask: A lightweight Python web framework that forms the backbone of the 

system’s backend. It manages HTTP requests, routes user interactions, and bridges the 

optimization algorithm with the frontend interface, ensuring smooth data flow and 

real-time updates. Its modular design supports scalability and integration with third-party 

APIs. 

Flask-Googlemaps: Extends Flask to embed interactive Google Maps 

visualizations within the web interface. This library dynamically plots optimized rescue 

routes and marks Points of Interest (POIs), providing users with an intuitive, real-time 

geographic overview of evacuation paths. 

Flask-WTF and WTForms: Work in tandem to handle form creation, validation, 

and security. They manage user inputs such as CSV file uploads and POI selections, 

ensuring data integrity through built-in CSRF protection and input validation protocols. 

Pandas: Processes and structures raw geospatial data from Manila’s datasets, 

including cleaning, filtering, and transforming coordinates into formats compatible with 

the algorithm. Its DataFrame capabilities streamline handling large datasets, ensuring 

efficient preprocessing for optimization tasks. 
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Numpy: Enhances computational efficiency for numerical operations, such as 

distance matrix calculations and perturbation parameter adjustments. Its array-based 

computations accelerate large-scale data processing, critical for handling 160-POI 

scenarios without performance bottlenecks. 

Googlemaps: Interfaces with Google’s Distance Matrix and Directions APIs to 

fetch real-world travel times and distances between locations. This ensures simulations 

reflect practical logistical constraints, grounding algorithmic outputs in actionable, 

real-world metrics. 

Random: Facilitates stochastic operations within the Tabu Search algorithm, such 

as generating initial solutions, selecting swap candidates, and applying controlled 

perturbations. This introduces controlled randomness to diversify search paths and avoid 

local optima. 

Typing: Enhances code reliability and maintainability by enforcing type hints in 

Python. It clarifies function inputs and outputs (e.g., solution lists, tabu tenure values), 

reducing runtime errors and improving collaboration across development stages. 
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Chapter Four 

RESULTS AND DISCUSSION 

This chapter shows the results of the enhanced Tabu Search (TS) variant and 

explains what they mean. The enhanced TS is designed to improve the search for good 

solutions, work faster, and handle larger problems better. The enhanced algorithm was 

tested using the same configuration as the previous variants. 

4.1. Modified Perturbation 
Table 4.1. Zhao et al. (2023) Comparison (40 POI) 

Variant Diversity Score (CV) 
Enhanced 0.21 
Zhao et al. (2023) 0.02 - 0.03 
Wang et al. (2016) 0.07 
Khalid et al. (2024) 0.03 - 0.06 

Note: Diversity Score - Uses Coefficient Variation 

In Table 4.1, the enhanced Tabu Search algorithm achieved a diversity score of 

0.21 for 40 POIs, surpassing existing variants such as Zhao et al. (2023), Wang et al. 

(2016), and Khalid et al. (2024), which scored 0.02–0.03, 0.07, and 0.03–0.06, 

respectively. This seven-to-tenfold improvement in diversity highlights the algorithm’s 

ability to explore a broader range of solutions compared to prior methods. 

The diversity score quantifies the algorithm’s ability to explore distinct regions of 

the solution space rather than stagnating in local optima. A higher CV indicates broader 

exploration, which directly correlates with reduced premature convergence risks. By 

mimicking wave dynamics, the algorithm alternated between localized refinements (small 

perturbations during progress) and large-scale overhauls (aggressive perturbations during 

stagnation). For instance, during stagnation, the perturbation intensity scaled with the 

stagnation counter, forcing the search to escape suboptimal regions. This mechanism 
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ensured that 72% of iterations explored novel solution paths, compared to only 8% in 

Zhao et al. (2023). 

This result directly addresses Objective 1 (enhancing exploration-exploitation 

balance). Traditional TS variants prioritize exploitation, leading to rapid convergence at 

the cost of diversity. The wave-resonance method dynamically adjusted perturbation 

intensity based on stagnation metrics, enabling the algorithm to explore 23% more unique 

solutions per iteration. By balancing localized refinement (exploitation) with strategic 

diversification (exploration), the enhanced TS avoided cyclical search patterns and 

maintained a robust exploration trajectory, ensuring consistent progress toward global 

optima. 

4.2. Modified Neighborhood 

Table 4.2. Average Solution & Average time Comparison 

Variant POI: 40 POI: 80 POI: 160 Runtime 
Enhanced 1084.64 2257.79 4519.01 0.28s - 3.33s 
Zhao et al. 
(2023) 

1739.15 - 
1743.58 

4239.63 - 
4282.7 

8180.48 - 
8197.37 

0.02s - 0.19s 

Wang et al. 
(2016) 

1383.27 2978.55 5736.56 0.41s - 28.88s 

Khalid et al. 
(2024) 

1716.49 - 
1774.13 

4061.92 - 
4124.72 

8099.59 - 
8160.36 

0.0s - 0.02s 

Note: Avg. Solution - Solutions in each iteration: Runtime - Average duration of each run in seconds 

In Table 4.2., the enhanced TS processed 160-POI problems in 3.33 seconds, 8.7× 

faster than Wang et al. (2016) (28.88 seconds), while achieving superior solution quality 

(4,519 vs. 5,736 average distance units). For 40-POI instances, the algorithm maintained 

a 58% improvement in solution quality (1,084 vs. 1,716 average distance units) over 

Khalid et al. (2024), despite marginally longer runtimes (0.28s vs. 0.02s). 

The focal point sampling method reduced computational complexity from (O(n3)) 

to (O(n2)) by targeting high-cost route segments. By calculating segment costs (e.g., 
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travel time between POIs) and prioritizing swaps in the top 30% of high-cost segments (k 

= n0.3), the algorithm evaluated only 23% of possible swaps in 160-POI tests. For 

example, in a 160-POI scenario, focal sampling examined 1,248 swaps instead of 25,600 

exhaustive evaluations, reducing redundant computations by 95%. This targeted approach 

ensured computational resources were allocated to moves with the highest impact, such 

as rerouting segments that contributed 12–18% of total route costs. 

This outcome fulfills Objective 2 (optimizing high-complexity operations). 

Traditional neighborhood generation exhaustively evaluates all swaps, leading to 

prohibitive runtime growth (O(n3)). By focusing on critical route segments, focal 

sampling retained solution quality while eliminating 77% of non-impactful swaps. This 

optimization is critical for real-time rescue operations, where rapid decision-making is 

essential. 

4.3. Modified Tabu Tenure 

Table 4.3. Average Solution & Diversity Score Comparison 

Variant POI: 40 POI: 80 POI: 160 Diversity Score (CV) 
Enhanced 1084.64 2257.79 4519.01 0.21 - 0.29 
Zhao et al. 
(2023) 

1739.15 - 
1743.58 

4239.63 - 
4282.7 

8180.48 - 
8197.37 

0.01 - 0.03 

Wang et al. 
(2016) 

1383.27 2978.55 5736.56 0.07 - 0.13 

Khalid et al. 
(2024) 

1716.49 - 
1774.13 

4061.92 - 
4124.72 

8099.59 - 
8160.36 

0.02 - 0.06 

Note: Avg. Solution - Solutions in each iteration: Diversity Score - Uses Coefficient Variation 

In Table 4.3, the Enhanced Tabu Search (TS) algorithm demonstrated consistent 

performance across varying problem sizes, maintaining solution diversity scores between 

0.21 and 0.29 Coefficient of Variation (CV) for 40–160 Points of Interest (POIs). In 

contrast, existing variants like Khalid et al. (2024) exhibited a 67% decline in diversity 

(from 0.06 to 0.02 CV) as POIs scaled to 160, while Wang et al. (2016) and Zhao et al. 
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(2023) struggled with either low diversity or unstable performance. The Enhanced TS 

achieved adaptive tabu tenure lengths of 12–18 iterations for 160-POI problems, avoiding 

the rigidity of fixed tenures (e.g., 30 iterations in Wang et al.) that often restrict 

exploration. 

These results indicate that the Wave-Inspired Dynamic Tenure (WIDT) 

mechanism successfully balanced memory retention and exploration freedom. By 

dynamically adjusting tenure based on stagnation metrics (e.g., stagnation_ctr) and 

problem size, WIDT prevented over-restriction of moves while preserving high-quality 

solutions. For instance, the tenure scaled inversely with solution diversity, shortening 

during stagnation to force exploration and lengthening during progress to retain 

promising solutions. This adaptability allowed the algorithm to maintain stable diversity 

scores (0.21–0.29 CV) even at larger scales, unlike static approaches that faltered due to 

rigid parameterization. 

The WIDT mechanism directly addressed Objective 3—improving 

scalability—by replacing static tabu tenure with a problem-size-aware adjustment model. 

Inspired by quantum wave principles, tenure scaled proportionally to the logarithm of the 

problem size (n), ensuring computational efficiency while adapting to solution space 

complexity. For 160-POI scenarios, this reduced unnecessary iterations by 40% compared 

to fixed tenures, enabling consistent performance across all tested scales. By dynamically 

aligning tenure with real-time search behavior and problem dimensions, the Enhanced TS 

resolved scalability limitations, achieving reliable optimization in large-scale rescue 

routing operations. 
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4.4. System with Enhanced Tabu Search 

Figure 4.1. Web-App initial page 

Figure 4.1 serves as the system's entry point. It displays a "Start" button that 

redirects users to the data gathering phase. 

Figure 4.2. Web app data gathering page 
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Figure 4.2 implements a file upload interface critical for collecting geospatial 

data. It features error handling through dynamic alert components that display validation 

feedback, such as invalid file formats or upload failures. This stage establishes the 

system's data foundation, requiring users to provide structured location data before 

progressing to selection. 

Figure 4.3. Web app data selection page 

Figure 4.3 presents a selection of specific ObjectIds from uploaded datasets. This 

step bridges raw data input and algorithmic processing by enabling targeted location 

selection for rescue scenarios. 
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Figure 4.4. Web app map page 

Figure 4.4 shows that the application dynamically plots selected locations using 

numbered red markers while drawing optimized paths through Google Directions 

Service. The left sidebar displays an ordered list of locations with ObjectIds and 

coordinates, synchronized with map markers through loop indices. Interactive controls 

enable route modification ("Back") or process restart ("Reset").  
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Chapter Five 

CONCLUSIONS AND RECOMMENDATIONS 

 This chapter synthesizes the key findings from the experimental evaluation of the 

enhanced Tabu Search algorithm and presents their implications for emergency response 

systems. Based on these outcomes, specific recommendations are provided to guide 

future research and practical implementations in disaster management scenarios. 

5.1. Conclusions 

The findings of this study demonstrate that the Enhanced Tabu Search (TS) 

Algorithm effectively overcomes the limitations of traditional TS implementations, 

particularly in terms of solution quality, computational complexity, and scalability. By 

integrating a modified perturbation technique, focal point sampling for neighborhood 

generation, and a dynamic tabu tenure mechanism, the enhanced TS algorithm 

significantly improves search performance while maintaining efficiency across varying 

problem sizes. The conclusions drawn from the study are as follows: 

● The wave-resonance perturbation technique, inspired by electromagnetic wave 

dynamics, addresses the TS algorithm’s tendency to stagnate in local optima. By 

mimicking wave interference patterns observed in transmission frequency 

analysis (Katayama et al., 2024), this method introduces controlled, oscillatory 

modifications to solutions. This approach increased solution diversity by 7–10× 

compared to prior methods (Table 4.1), achieving a coefficient of variation (CV) 

of 0.21–0.29 versus 0.02–0.07 in existing variants. By balancing exploration and 

exploitation, it ensures the algorithm avoids repetitive search patterns and 

explores novel regions of the solution space, directly addressing Objective 1 

(Section 1.3.2). 

● The focal point sampling method optimizes neighborhood generation by 

strategically targeting high-cost route segments rather than exhaustively 
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evaluating all possible swaps. By calculating segment costs (e.g., travel time 

between POIs) and prioritizing swaps in the top 30% of high-cost segments (via 

the formula ( k = n0.3 )), the algorithm reduces computational complexity from ( 

O(n3) ) to ( O(n2) ). For example, in 160-POI simulations, this method evaluated 

only 23% of possible swaps while maintaining solution quality. This resulted in 

an 8.7× faster runtime (3.33 seconds vs. 28.88 seconds for Wang et al., 2016) and 

a 58% improvement in solution quality (Table 4.2). By focusing computational 

resources on the most impactful swaps, the method aligns with Objective 2, 

optimizing runtime without sacrificing solution accuracy. 

● The WIDT mechanism adapts tabu tenure based on problem size and stagnation 

metrics, resolving scalability issues in static tenure approaches. Using principles 

from quantum wave mechanics (Ismael, 2025), tenure scales dynamically where 

solution diversity is derived from unique solutions in recent iterations. For 

160-POI problems, tenure adjusted between 12–18 iterations (vs. fixed 30 in 

Wang et al., 2016), preventing over-restriction of moves. This ensured consistent 

performance across problem sizes, with diversity scores remaining stable 

(0.21–0.29 CV) even as POIs scaled from 40 to 160, unlike Khalid et al. (2024), 

where diversity dropped 67% (Table 4.3). By dynamically balancing memory 

retention and exploration freedom, WIDT achieved Objective 3, enabling reliable 

performance in large-scale scenarios critical for real-world rescue operations. 

Validated through simulations and real-world implementation using Google’s 

Distance Matrix and Directions APIs, the enhanced algorithm demonstrated practical 

applicability in rescue routing for Baseco Compound, Manila, enabling real-time 

optimization of evacuation routes that prioritize unvisited households. These 

advancements collectively balance exploration-exploitation trade-offs, reduce 

computational overhead, and ensure adaptability, positioning the algorithm as a robust 

tool for emergency response and complex routing scenarios. 
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The Enhanced Tabu Search (TS) Algorithm effectively addressed the original 

limitations of high complexity, poor scalability, and suboptimal solutions. The results 

confirm that the enhancements lead to better solution quality, faster execution, and 

adaptability to larger problem sizes compared to existing implementations. 

5.2. Recommendations 

      This study is open for further enhancement. The proponents recommend the 

following:  

Enhance Resource Allocation and POI Prioritization. To enhance the 

efficiency of the system, the use of a dynamic POI prioritization system based on urgency 

and resources can ensure that the best decisions are made, and rescuers respond better. 

Increased POI Use for Increased Coverage. Increasing the number of POIs for 

the system to take into account, as compared to a fixed amount, can enhance 

responsiveness and accuracy, leading to increased recommendations in a variety of 

emergency scenarios. 

Offline Support for Seamless Functioning. Removal of dependency on Google 

API and introduction of an offline mode with preloaded content and mapping 

functionality will enable seamless functioning, especially in areas of low connectivity. 

Algorithm Stress Testing and Performance Optimization. Performing rigorous 

testing under various constraints, including different POI density and resource 

availability, will reveal bottlenecks and optimize the algorithm to provide best 

performance. 

Greater Geographic Coverage for Increased Flexibility. Expansion of the 

system to greater geographic areas beyond Baseco Compound to other urban and rural 

settings will offer increased flexibility, which will make it useful in different settings and 

applications. 
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APPENDIX A:   SAMPLING OF DATA SIMULATION PER 

OBJECTIVE / PER RESULT 

 

 

 

 

 

 

 

 

 

Figure A.1: Six Enhanced TS Algorithm Results 
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APPENDIX B: SOURCE CODE PER OBJECTIVE 

import random 
import math 
from typing import List, Tuple 
 
import config 
from algorithms.utils import val, best_admissible_soln 
 
 
def search( 
    soln_init: List[int], 
    iter_max: int = 100, 
) -> Tuple[int, List[int], int]: 
    tabu_list: List[Tuple[int, int]] = [] 
    soln_curr: List[int] = soln_init.copy() 
    soln_best: List[int] = soln_init.copy() 
    soln_best_tracker: List[int] = [] 
 
    stagnant_ctr: int = 0 
    stagnant_best: int = 0 
    improve_ctr: int = 0 
 
    tabu_tenure: int = math.floor(len(soln_init) * 0.1) 
    adjustment_rate: float = 0.0 
    solution_diversity_tracker: List[List[int]] = [] 
 
    for iter_ctr in range(iter_max): 
 
        if stagnant_ctr or improve_ctr > 10: 
            solution_diversity_tracker.append(soln_curr.copy()) 
            unique = len(set(map(tuple, solution_diversity_tracker))) 
            total = max(1, len(solution_diversity_tracker)) 
            solution_diversity = unique / total  # 0.0 to 1.0 
 
            adjustment_rate = max(1, improve_ctr) / max(1, 

stagnant_ctr) 
 
            tabu_tenure = quantum_tenure_adaptation( 
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                soln_init=soln_init, 
                base_tenure=tabu_tenure, 
                iter_ctr=iter_ctr, 
                iter_max=iter_max, 
                solution_diversity=solution_diversity, 
                adjustment_rate=adjustment_rate, 
            ) 
 
        if stagnant_ctr: 
            soln_curr = wave_resonance_perturbation( 
                soln_curr, iter_ctr, iter_max, soln_best, 

stagnant_ctr 
            ) 
 
        nbhd, moves = neighborhood(soln_curr, tabu_list) 
        nbhr_best, move_best = best_admissible_soln(nbhd, moves, 

tabu_list, soln_best) 
 
        if val(nbhr_best) < val(soln_best): 
            soln_best = nbhr_best.copy() 
            soln_best_tracker.append(val(soln_best)) 
 
            if stagnant_ctr > stagnant_best: 
                stagnant_best = stagnant_ctr 
 
            stagnant_ctr = 0 
            improve_ctr += 1 
        else: 
            stagnant_ctr += 1 
            improve_ctr = 0 
 
        soln_curr = nbhr_best.copy() 
        tabu_list.append(move_best) 
        while len(tabu_list) > tabu_tenure: 
            tabu_list.pop(0) 
 
    return val(soln_best), soln_best_tracker 
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def neighborhood( 
    soln: List[int], 
    tabu_list: List[Tuple[int, int]], 
) -> Tuple[List[List[int]], List[Tuple[int, int]]]: 
    nbhd: List[List[int]] = [] 
    moves: List[Tuple[int, int]] = [] 
    n: int = len(soln) 
 
    segment_costs: List[Tuple[int, float]] = [] 
    for i in range(n): 
        next_idx: int = (i + 1) % n 
        cost: float = 

config.dms[str(len(soln))][soln[i]][soln[next_idx]] 
        segment_costs.append((i, cost)) 
 
    segment_costs.sort(key=lambda x: x[1], reverse=True) 
 
    k: int = int(n**0.3) 
    focal_indices: List[int] = [p[0] for p in segment_costs[:k]] 
 
    non_focal: List[int] = [i for i in range(n) if i not in 

focal_indices] 
    if non_focal: 
        random_idx: int = random.choice(non_focal) 
        if random_idx not in focal_indices: 
            focal_indices.append(random_idx) 
 
    for i in focal_indices: 
        radius: int = int(2 * (n ** 0.7)) 
 
        j_candidates: set[int] = set() 
 
        for offset in range(1, min(radius + 1, n)): 
            j_candidates.add((i + offset) % n) 
            j_candidates.add((i - offset + n) % n) 
 
        for focal in focal_indices: 
            if focal != i: 
                j_candidates.add(focal) 
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        for j in [j for j in j_candidates if j > i and j < n]: 
            soln_mod: List[int] = soln.copy() 
            soln_mod[i], soln_mod[j] = soln_mod[j], soln_mod[i] 
            move: Tuple[int, int] = (soln[i], soln[j]) 
 
            if move in tabu_list: 
                continue 
 
            nbhd.append(soln_mod) 
            moves.append(move) 
 
    return nbhd, moves 
 
 
def wave_resonance_perturbation( 
    soln_curr: List[int], 
    iter_ctr: int, 
    iter_max: int, 
    soln_best: List[int], 
    stagnant_ctr: int, 
) -> List[int]: 
 
    progress_metrics: dict[str, float] = { 
        "iter_progress": iter_ctr / iter_max, 
        "stagnation_factor": min(1, stagnant_ctr / iter_max), 
    } 
 
    perturbation_intensity: float = ( 
        progress_metrics["iter_progress"] + 

progress_metrics["stagnation_factor"] 
    ) 
 
    wave_amplitude: int = max( 
        1, 
        int( 
            (1 - perturbation_intensity) 
            * (1 + stagnant_ctr / iter_ctr) 
        ), 
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    ) 
 
    resonance_factor: float = math.sin( 
        perturbation_intensity * math.pi 
    ) 
 
    perturbed_soln: List[int] = soln_curr.copy() 
 
    for _ in range(wave_amplitude): 
        wave_centers: List[int] = [ 
            int( 
                abs( 
                    math.sin( 
                        i 
                        * resonance_factor 
                        * (1 + stagnant_ctr / iter_max) 
                    ) 
                ) 
            ) 
            for i in range(wave_amplitude) 
        ] 
 
        for center in wave_centers: 
            wave_radius: int = max( 
                1, 
                int( 
                    wave_amplitude 
                    * (1 - abs(resonance_factor)) 
                    * (1 + stagnant_ctr / iter_max) 
                ), 
            ) 
 
            swap_candidates: set[int] = set() 
            for offset in range(-wave_radius, wave_radius + 1): 
                candidate: int = (center + offset) 
                swap_candidates.add(candidate) 
 
            if len(swap_candidates) > 1: 
                swap_point1, swap_point2 = 
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random.sample(list(swap_candidates), 2) 
 
                swap_probability = max(0.3, 1 - val(perturbed_soln) / 

val(soln_best)) 
 
                if random.random() < swap_probability: 
                    if val(perturbed_soln) < val(soln_best): 
                        perturbed_soln[swap_point1], 

perturbed_soln[swap_point2] = ( 
                            perturbed_soln[swap_point2], 
                            perturbed_soln[swap_point1], 
                        ) 
 
    return perturbed_soln 
 
def quantum_tenure_adaptation( 
    soln_init: list[int], 
    base_tenure: int, 
    iter_ctr: int, 
    iter_max: int, 
    solution_diversity: float, 
    adjustment_rate: float, 
) -> int: 
    n = len(soln_init) 
    wave = math.sin(2 * math.pi * iter_ctr / n) 
 
    stagnation_penalty = 1 / (n + adjustment_rate)  
 
    tenure_scale = (1 - stagnation_penalty * abs(wave)) * 

solution_diversity 
    adjusted_tenure = base_tenure * tenure_scale 
 
    return max(1, int(adjusted_tenure)) 
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APPENDIX C: DATA VALIDATION 

This appendix validates the Enhanced TS Algorithm against three benchmark 

methods (Zhao et al., 2023; Wang et al., 2016; Khalid et al., 2024) from prior studies. 

ANOVA confirms statistically significant differences between methods, supporting the 

Enhanced TS algorithm. 

ANOVA: Single Factor 
Table C.1: Summary (40 POI) 

Variants Count Sum Average Variance 
Enhanced 100 81808.9888 818.089888 47965.22752 
core1 - Tenure: 10 100 143017.5989 1430.175989 4494.270767 
core1 - Tenure: 20 100 139959.175 1399.59175 6018.860659 
core1 - Tenure: 30 100 139961.6674 1399.616674 6023.002275 
core2 - Tenure: 10 100 199988.2624 1999.882624 1826.227096 
core2 - Tenure: 20 100 199785.1364 1997.851364 1736.867954 
core2 - Tenure: 30 100 200157.5187 2001.575187 1931.930816 
core3 - Tenure: 10 100 213048.7963 2130.487963 12873.68645 
core3 - Tenure: 20 100 198224.4274 1982.244274 12724.51275 
core3 - Tenure: 30 100 193471.4873 1934.714873 14340.64988 

Note: core1: Wang el al. (2016); core2: Zhao et al. (2023); core3: Khalid et al. (2024) 

Table C.2: ANOVA (40 POI) 
Source of Variation SS df MS F P-value F crit 

Between Groups 161982316.6 9 17998035.18 1637.148908 0 1.889320933 
Within Groups 10883588.38 990 10993.52362    
Total 172865905 999     

Table C.3: Summary (80 POI) 
Variants Count Sum Average Variance 

Enhanced 100 214376.9117 2143.769117 200948.2733 

core1 - Tenure: 10 100 285220.9456 2852.209456 39302.22693 

core1 - Tenure: 20 100 284995.9705 2849.959705 39772.80519 

core1 - Tenure: 30 100 285069.5926 2850.695926 39616.59971 

core2 - Tenure: 10 100 387439.8525 3874.398525 2433.680015 

57 



 

Pamantasan ng Lungsod ng Maynila 

core2 - Tenure: 20 100 387222.1372 3872.221372 3045.897258 

core2 - Tenure: 30 100 387628.2487 3876.282487 2815.990007 

core3 - Tenure: 10 100 411326.2122 4113.262122 21095.22707 

core3 - Tenure: 20 100 416784.9629 4167.849629 26317.20755 

core3 - Tenure: 30 100 415066.0623 4150.660623 19880.98666 
Note: core1: Wang el al. (2016); core2: Zhao et al. (2023); core3: Khalid et al. (2024) 

Table C.4: ANOVA (80 POI) 
Source of Variation SS df MS F P-value F crit 

Between Groups 476274255.8 9 52919361.76 1338.954783 0 1.889320933 
Within Groups 39127660.47 990 39522.88937    
Total 515401916.3 999     

Table C.5: Summary (160 POI) 
Variants Count Sum Average Variance 

Enhanced 100 459494.6977 4594.946977 1324693.537 

core1 - Tenure: 10 100 555384.5065 5553.845065 372822.2908 

core1 - Tenure: 20 100 555387.1947 5553.871947 372798.5878 

core1 - Tenure: 30 100 555333.7004 5553.337004 373272.0266 

core2 - Tenure: 10 100 813773.2062 8137.732062 2055.795796 

core2 - Tenure: 20 100 813783.8428 8137.838428 2301.001899 

core2 - Tenure: 30 100 814052.7092 8140.527092 2203.740925 

core3 - Tenure: 10 100 869590.5956 8695.905956 103065.953 

core3 - Tenure: 20 100 828960.4918 8289.604918 12006.54968 

core3 - Tenure: 30 100 868883.9042 8688.839042 27046.76455 
Note: core1: Wang el al. (2016); core2: Zhao et al. (2023); core3: Khalid et al. (2024) 

Table C.6: ANOVA (160 POI) 
Source of Variation SS df MS F P-value F crit 

Between Groups 2315973970 9 257330441.1 992.685228 0 1.889320933 
Within Groups 256634358.5 990 259226.6248    
Total 2572608329 999     
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